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MODULE-4
PROBABILITY DISTRIBUTIONS

Introduction

The three main components of statistics are collection of data, analysis of data and
inference. The scope of statistics is very vast and finds its applications in almost all spheres.
Statistical methods guides us in any scientific enquiry and leans heavily on probability
theory.

Basic Definitions and concepts

Experiment is a process by which measurement or observation is obtained.

Random experiment : An experiment which does not result in the same (@ when

performed under the same conditions. 0

Eg : 1. Tossing of a fair coin.

2. Throwing of a fair die. \
Sample space : The set of all possible outcomes of a ero/ eriment is called a sample

space usually denoted by S.

Eg 1. S={H,T} is the sample space in tossing aQ@e coin.
2. S={HH,TH,HT,TT} is the sample sp eg(a)'ﬂed in tossing of two coins.
3.5={1,2,3,4,56} in throwing of a di\/i\/

Event : Any event is a subset of an (pp@te sample space.

Exhaustive event : An event Q@ting of all the various possibilities is called an exhaustive
event.

Mutually exclusive e@vents are said to be mutually exclusive if and only if one of
them can take plage at a tiene, in other words happening of one event prevent the

simultaneous happ@ging of the others.
Eg: Inthe gssing of a coin, either heads or tails may turn up but not both.

Independentfevents: Two or more events are said to be independent if the happening or non
happening of one event does not prevent the happening or non happening of the others.
Eg: 1.When two coins are tossed the event of getting head is an independent event as both

the coins can turn out heads.

Probability is the measure of the chance with which we can expect the event to occur. If an
event A can occur in m different ways out of number of n possible ways, all of which are

equally likely then the probability of the event A denoted by P(A) is given by P(A) = %

Note: 1) Since 0< m < n = P (A)isnonnegativeand 0 < P(A)< 1

2) If P(A) = 0 then A is called a null event.
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3) If P(A) = 1then A is called a sure event.

4) P(A) + P(A) = 1, the set of all unfavourable events is denoted by A.

Addition theorem of probability
The probability of the happening of one or the other mutually exclusive events is equal to
the sum of the probabilities of the two events.
That is, if A, B are two mutually exclusive events then,
P(A or B) = P(A) + P(B)

Product theorem of probability
If a compound event is made up of a number of independent events, the probability of the
happening of the compound event is equal to the product of the probabilities
independent events . 6
That is, if A, B are independent events then

P(A and ’B) = P(A).P(B) 0 t

RANDOM VARIABLE & PROBABILITY DIST IQON

Introduction

When we consider an experiment of tossmg t he sample points or out comes are
qualitative and are described by their attrlbu the probabilities attached to each of
these outcomes are quantitative. We now 0 each sample point a real number called

Random variable

the random variable. 0

Definition: Let S be a sampl%f then X : S — R defined over the elements of S is
called a random variable, A randém variable is a function that assigns a real number to
every sample point in the le space of a random experiment. Random variables are
usually denoted by X, Y% “and it may be noted that different random variables may be
associated with tyig sample space S. The set of all real numbers of a random variable X is
called the range of X

Eg:

1. While tosa?g?a coin, suppose that the value 1 is associated for the outcome ‘head’ and 0
for the outcome tail. We have the sample space S = {H, T} and if X is the random
variable , then X(H) = 1 & X(T) = 0.

Range of X = {0,1}

2. Suppose a coin is tossed twice, we shall associate two different random variables X, Y as
follows, where we have the sample space
S = {HH,HT, TH, TT}
X = Number of ‘heads’ in the outcome.
The association of the elements in S to X is as follows.
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2 1 1 0

Random variable
X

Range of X = {0,1,2}
Suppose Y = Number of ‘tails’ in the outcome, we have

0 1 1 2

Random variable Y
O
Range of Y = {0,1,2} \c')
Discrete and Continuous random variables §
b

If a random variable takes finite or countably infinit of values then it is called a
discrete random variable.

Discrete random variable will have finite or co@finite range.
0

Eg: 1. Tossing of a coin and observing the outc
2. Throwing a ‘die’ and observing the&n/ s on the face.

If a random variable takes non coun ®1ber of values then it is called a non discrete or
continuous random variable.

Eg:
1. Weight of articles

2. Length of nails prm@/ machine.
Generally cou problems correspond to discrete random variables and measuring

nting
problems lead to)S\tinuous random variables.
Probabilit\?gtion and Discrete probability distribution

If for each’value x; of a discrete random variable X, we assign a real number p(x;) such
that

i) p(x;) =0 ii) X;p(x;) =1 then the function p(x) is called a probability function.
If the probability that X take the values x; is p;, then P(X = x;) = p; or p(x;).

The set of values [x;, p(x;)] is called a discrete (finite) probability distribution of the
discrete random variable X. The function P(X) is called the probability density function
(p.d.f) or the probability mass function (p.m.f)

The distribution function f(x) defined by f(x) = P(X < x) = X;; P(x;) , x being an integer,
is called the cumulative distribution function (c.d.f).
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The mean and variance of the discrete probability distribution are defined as follows

Mean p = Y x;.p(x;)
Variance V = Y;(x; — w2 p(x;)
V=% xf. p(x) — [Xix;. px)]?
V= Yx7.plx;) — p?
Standard deviation o =~V

Problems
1. A coin is tossed twice. A random variable X represent the number of heads turning up.

Find the discrete probability distribution for X. Also find its mean and variance.
Sol: Here S = {HH, HT, TH, TT}

X = {012} Q\Q

Now, P(HH) ==  P(HT) = - P(TH) =3 P(TT) =

P(X =0, i.e., no head turning up) =

-{>|>—\
-M»—t

P(X =1, i.e., one head turning up) = P(HT U 'IQ; T) + P(TH) =

1
P(X = 2, i.e., two heads @p) = P(HH) = 7
The discrete probability distribution for X \\/ﬂows

p(x;)

»

We observe that, p() > 0 and X p(x;) = 1.

Mean,u=¥7p(xl) =0.(G)+W.(3)+@.(5) =3+3
n=1

Variance, V = ¥;(x; — w2 p(x;)

V=(0-1)2+A-D%s+@2-1)%
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2. A random experiment of tossing a ‘die’ twice is performed. Random variable X on this
sample space is defined to be the sum of the two numbers turning up on the toss. Find the
discrete probability distribution for the random variable X and compute the corresponding
mean and standard deviation.

Sol: HereS = {(x,y) wherex=1,2,...,6 ;y=12,...,6}
ie., S=1{(1,1),(1,2),(1,3),(1,4),(1,5),(1,6),(2,1),(2,2),(2,3), .. (65)8}

Number of elements in S=36.

The set of values of the random variable X defined as sum of two nu@h the face of the
‘die’ are {2,3,4,5, ...,10,11,12}

_n® _ 1 . — i .
Now, p(x;) = NOIET px) =— ;... @
The discrete probability distribution for X is as foIIo

) 1 2 3 [z 1

Here p(x;) > 0 and @) =1.
Mean p = ;x; p(x;)

_(z)l(g}+(3)( 2) 4t (10).(2) + (12). ()

u: 6:7

Variance, V = ¥;(x; — w2 p(x;)
= Q-T2+ B2+ +(12-7)2

210 35
V:— = —
36 6

Std. deviation , 0 = V'V

=
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35
a—\/;—ZA-Z

3. Show that the following distribution represents a discrete probability distribution. Find

the mean and variance

p(x)

ol w

§ | 5

Sol: We observe that p(x) >0 and ¥ p(x) = 1. %\

Mean p =Y x.p(x)

w = (10).2 + (20).2 + (30).2 + (40\%9
W= 10+60+90+40 — % ®

8
p=25
Variance, V = Y(x — w)? (x)<(/

(’S‘O M=+ (20 — 25)2.2 + (30 — 25)2%.2 + (40 — 25)2.-

4. Find the Elue of k such that the following distribution represents a finite probability
distribution. Hence find its mean and standard deviation. Also find p(x < 1) , p(x > 1) and
p(—-1<x<2)

p(x) k

Sol: We must have p(x) = 0 forall xand ) p(x) = 1. The first condition is satisfied if
k>0.Since Y p(x) =1

=
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k+2k+3k+4k+3k+2k+k=1

16k=1

- k=—
16

The discrete probability distribution is as follows

G 1 2 3 4 3 2 1

16 16 16 16 16 16 16

\J
Mean p = Y. x.p(x) @
S0
16

W= (—3).1—16 + (—2).% + (—1).13—6 + (o).li‘c'> + (2)-12—6 + (3).%

p=0 <</
Variance, V = X(x — w)?2.p(x) g\\,/

2 mM2 L 9 m2 2 2 3 _m2 4 —mz2 3
V= (-3 O).16+(2 0).1+ 0).16+(0 0).16+(1 0).16+

—0)2 2 —m2 L
(2 O).16+(3 0).16 %
40 _ 5

1 0
V=—(9+8+3+0 +8+9) ==
Standard deviatiK=

?\ o= \E =1.58
Now,p(x < W = p(=3) + p(=2) + p(=1) + p(0) + p(1)

::;L.+_E_+_ii.+.j;_kji

16 16 16 16 16

px<1) =2

p(x>1) =p(2) +p(3) p(-1<x<2)=p(0)+p(1) +p(2)
=241 =242, 2
16 16 16 16 16
_3 _ -9
p(x>1)—16 p( 1<XS2)—16




=

BMATS301

ATME COLLEGE OF ENGINEERING MYSURU

PREPARED BY Mr. Rangaswamy S
Assistant Professor
5. A random variable X has the following probability function for various values of x.

P(x) 0 k2 7k®+k

i) Find k ii) Evaluate P(x < 6), P(x = 6) and P(3 < x < 6). Also find the probability
distribution and the distribution function of X.

The first condition is satisfied for k > 0 and we have to find k such that
Y P(x) =1 Q\
i.e, 0+ k + 2k + 2k + 3k + k? + 2k?+(7k? + k) = 1 Q
10k? + 9k —1 = \ )
(10k—1Dk+1) =§§
1

= — anxt(/% ( Neglect)

Sol: We must have P(x) = 0 and ) P(x) = 1. Q

Hence we have the following table

P(x) 0

10 E E 10 100 50 100

7\*‘7

Now, P(x < 6) €R(0) + P(1) + P(2) + P(3) + P(4) + P(5)
1 ,1,1, 3 1 _ 81
?*°+5+§+§+5+ﬁ—mo
P(x<6)=0.81

P(x = 6) = P(6) + P(7)

17 19
" 100

P(x26)=%+

P(x>6)=0.19
P(3 < x < 6) = P(4) + P(5) + P(6)
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3 1 1 33

10 ' 100 ' 50 100

P(3<x<6)=0.33

The probability distribution is as follows

P(x) 0

The distribution function of X is f(x) = P(X < x) = Y, p(x;) is called cumulative
distribution function and same is as follows

fx) 0 0+0.1 0.1+0.2 0.3+0.2 0.5+0.3 0.8+0.01 0.81+0.02=0.83 0.83+0.17=1

=0.1 =03 =0.5 =0.8 =0.81 |

6. A random variable X take the values —3, —2, —1,0,&2,3 s®h hat P(X = 0) = P(X < 0)
and P(X = —3) = P(X = —=2) = P(X = —1) = P(@ P(X = 2) = P(X = 3) .Find the
probability distribution.

Sol: Let the distribution be as follows

P(X)

By data P(X = 0) = P(X'®0)
:P(x=o)=3<\=p + P(X = —2) + P(X = —3)
.., Ps =P3+ P2 NP1 - (1)

Also we ha

PX=-3)=PX=-2)=PX=-1)=PX=1)=PX=2)=PX=3)

I.6., p1 = P2 = P3 = Ps = Pg = P7 - (2)
Further we must have
pP1+p2+pP3st+psatpstpstp;=1 ---(3)

Using (2) in (1), weget p, =p; +p1+p:
Ps = 3p1
Using (2) in(3), weget p; +p;+p1+ps+pi+pi+p=1
6p; +ps =1
6py+3p; =1  (sincep, = 3p,)
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9p1=1
1
P1=7

3
Hence py =
1

Thus , p, = p3 = ps =ps = P7 =
Thus the probability distribution is as follows

P(X)

1
9

NS
7. The p.d.f. of variate X is given by the following table. Q

P(x) K

For what value of K, this represents a valid pro wstrlbutlom Also find P(x = 5) and
P(3<x<6).

Sol: The probability distribution is vah@& 0 and Y P(x) =1
Hence we must have K > 0 andK{ K+7K+9K+ 11K+ 13K =1

49K = 1K =
\ "

5 5 5 5

O -

Also, P(x >5) =P 6)
/\ P(x >5) = 11K + 13K = 24K
24
> = —
P(x > 5) 9

Now, P(3 < x < 6) = P(4) + P(5) + P(6)
P(3<x<6)=9K+ 11K+ 13K

P(3<x<6)=33K
33

P3<x<6)=—
B<x=<6)=75

Binomial Distribution
If p is the probability of success and q is the probability of failure, the probability of x

success out of n trials is given by P(x) = "Cyp*q™*

10
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Mean and Standard deviation of the Binomial Distribution

Mean, pu = np

Variance, V = npq

Std. Deviation, o = \/npq
Problems

1. Find the binomial probability which has mean 2 and variance %-

Sol: Given Mean, p = 2 and Variance, V = %

For binomial distribution, u = np Q
v N

npq =V

Sincep=1—q=1—§ \/
! Qv
" @
Since np = 2 <(/

p—
3
n==~6 @

The binomial préﬁl ity function is P(x) = "C,p*q"™* becomes

¥ e

3/ \3

The distribution of probability is as follows

A I N N N
W E @6 @6 @6 66 <66 6

=
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2.When a coin is tossed 4 times, find the probability of getting i) exactly one head

i) atmost 3 heads iii) atleast two heads.
Sol: Givenn=4 ,p=P(H) =3, q=P(T) =5 (sincep +q=1)
From binomial distribution ,the probability of x successes out of n trials is given by

P(x) = "Cyp*q"*

Poo= "¢ (5) (5)
P9 = ‘C.(3)’

P(x) = —. *C, Q\Q

16"
1

i) P(L head) = P(x =1) = —. *C, = %(4) c_)g
P(x=1) =, @

P(x=1)=0.25
ii) P(atmost 3 heads) = P(x < 3) b

P(x < 3) = P(x = 0) + P(x S 1)WP(x = 2) + P(x = 3)
Px<3)==. 4c0+i@\/1‘—6. 'y + . G
P(XS3)=1—16 +4§d+4]

P(xs3)—1—§2</

s Vs

iii) P(atleast 2 Heads) = P(x > 2)
Px=2)=1-P(kx<3)

?B(xZZ)zl—[P(sz)+P(x=1)]

1 1

P(x>2)= 1_[E' *Co+—. *Cy
P(x>2)=1-—[1+4]

Px=2)=1-=

P(xZZ)z%

P(x>2) =0.6875

3. In a consignment of electric lamps 5% are defective. If a random sample of 8 lamps are

12
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inspected. What is the probability that one or more lamps are defective?

Sol: Given n =8, Probability of defective lamp =p = 5% = 1% =0.05

~q=1—-p=1-0.05
q=0.95

From binomial distribution,
P(x) = ncyp*q"™*
P(x) = 8¢,(0.05)%(0.95)8%
Probability that one or more lamps are defective
Px>1)=1-P(x<1) Q

Px=1)=1-P(x=0) Q
Px=1)=1- 8c0(0.0@8-0

P(x>1) =0.3366.
Thus the required probability is 0.3366 %
4. The probability that a person aged 60 years v@p 0 70is 0.65. What is the
probability that out of 10 person aged 60 atleagt 7,0t them will live upto 70.
Sol: Given n=10,p = 0.65 \’

~q=1-p=1-0.65 (JQ\/

q=0.35
Let x denote the number of peg@;ged 60 years living upto 70 years.

From binomial distrib@
'\ P(x) = ncep*q™*
P(x) = 10c,(0.65)*(0.35)10-%

Probability%t of 10 person aged 60 atleast 7 of them will live upto 70
P(x=>7) =P(7) + P(8) + P(9) + P(10)

P(x > 7) = 10¢,(0.65)7(0.35)3 + 10cg(0.65)8(0.35) + 10¢,(0.65)°(0.35)" +
10c,4(0.65)1°(0.35)°

P(x>7)=0.5138

5.The number of telephone lines busy at an instant of time is a binomial variate with
probability 0.1 that a line is busy. If 10 such lines are chosen at random, what is the
probability that i) no line is busy ii) all lines are busy iii) atleast one line is busy
iv) atmost 2 lines are busy.

13
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Sol: Given n=10,p =0.1

~q=1-p=1-0.1
q=20.9

Let x denote the number of telephone lines busy.
From binomial distribution,
P(x) = ncyp*q"™*
P(x) = 10¢,(0.1)%(0.9)10-%
i) Probability that no line is busy

P(x = 0) = 10c,(0.1)°(0.9)1°° = (0.9)1° = 0.3487 :Q

ii) Probability that all lines are busy
P(x = 10) = 10c¢4((0.1)1°(0.9)° = (0.1)1° C

iii) Probability that atleast one line is busy \
Px>1)=1-P(x< 1) @
P(x>1) =1-P(x = 0) (</
P(x>1) =1-10cy(0.1)°(0.9)° <<s’>

P(x>1) = 1— 0.3487
P(x>1) = 0.6513 \/

iv) Probability that atmost 2 lines argbu
Px<2)=Px=0)+P=1)+P(x=2)
P(x < 2) = (0.9)'° + 10c, (03)1(0.9)% + 10c,(0.1)%(0.9)8
P(x<2)=0.929

6. In a quiz con&t; answering ‘Yes’ or ‘No’ what is the probability of guessing atleast 6
answers correctlyMut of 10 questions asked ? Also find the probability of the same if
there are ions for a correct answer.

Sol: Given n=10
Let x denote the correct answer .
)p=5=0.5

~q=1-p=1-05
q=20.5

From binomial distribution,

P(x) = ncyp*q™ ™

14
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P(x) = 1OCX(0.5)X(0.5)10_X

P(x) = 10¢,(0.5)1°

Probability of guessing atleast 6 answers correctly out of 10 questions
Px>6)=P(x=6)+P(x=7)+P(x=8)+P(x=9)+P(x=10)

P(x = 6) = 10c4(0.5)° + 10¢,(0.5)1° + 10c5(0.5)1° + 10¢4(0.5)*° + 10c;,(0.5)*°
P(x = 6) = (0.5)1°[10¢, + 10c, + 10cg + 10cq + 10¢40]
P(x=>6) = (0.5)1°[210 + 120 + 45 + 10 + 1]

P(x>6)=0.3770
N N
e Qs

sq=1-p=1-

1
4

3 \
From binomial distribution, %

Q 310—x
@X) = 10cxm
310—x
@ P() = 10c, 55
A o
P(x) = E[S“’ X 10c¢,]

Probability%&ssing atleast 6 answers correctly out of 10 questions
Px=6)=Px=6)+tP(x=7)+Px=8)+Px=9)+P(x=10)

P(x > 6) = —5[3*10cs + 3%.10c; + 32.10cg + 3.10cy + 10c]
P(x > 6) = —5[81.210 + 27.120 + 9.45 + 3.10 + 1]
P(x > 6) = 0.0197

7. In sampling a large number of parts manufactured by a company, the mean number of

defectives in samples of 20 is 2. Out of 1000 such samples how many would be expected

15
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to contain atleast 3 defective parts.

Sol: Given Mean, p =2 andn = 20

np =2
20p=2
1
p—1—0—0.1
q=1-p
1 9

Let x denote the defective part. Q

From binomial distribution, %
P(x) = ncyp*q"* Q

P(x) = 20c,(0.1)%(0.9)20-% \c')

Probability of atleast 3 defective parts @

Px=>3)=1-P(x<3)

P(x>3) =1—[P(0) + P(1) + P(2)] <{&’>
S

P(x > 3) = 1 —[20c,(0.1)°(0.9)2° + 20 0.9)2° + 20c,(0.1)2(0.9)'8]
Px=3)=1-0.6769 Q\/
P(x = 3) =0.3231 QJ

Thus, the number of defectiv%ooo such samples= 1000*0.3231=323.1=323

8. If the mean and stangd deviation of the number of correctly answered questions in a

test given to 4096 s are 2.5 and Vv1.875 . Find an estimate the number of
candidates ansygir:j correctly i) 5 questions ii) 2 or less iii) 8 or more.

Sol: Given Mean=2% o =+/1.875
WKt, u = n o=V

Thus, np = 2.5 and V=npq = 1.875

npq _ 1.875
np T 25

We get g=0.75, and p =1-g=0.25
n=10
Let x denote the number of correctly answered questions

P(x) = nc,p*q"™* = 10¢,(0.25)%(0.75)107*

16
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1) Probability that 5 questions are answered correctly

P(x = 5) = 10¢5(0.25)5(0.75)10~>

P(x=5) =0.0584
Estimation for 4096 students is =4096*0.0584 = 239
Number of students correctly answering 5 questions is 239

i) Probability that 2 or less questions are answered correctly
P(x<2)=Px=0)+Px=1)+Pkx=2)
= 10¢((0.25)°(0.75)*° + 10¢,(0.25)*(0.75)° + 10c,(0.25)%(0.75)8
P(x <2)=0.5256
Estimation for 4096 students is =4096*0.5256 = 2153 Q
Number of students correctly answering 2 or less than 2 questions is 6%

iii) Probability that 8 or more questions are answered correctly

P(X>8)—P(X—8)+P(x—9)
= 10¢g(0.25)8(0.75)% + 10c(0.25)°(0.75)* + 10(0 25)10(0.75)0
Px>8)=0

Estimation for 4096 students is =4096*0.0005 %{
Number of students correctly answering 8 r\rﬁ an 8 questions is 2
9. In 800 families with 5 children eac y families would be expected to have
i) 3 boys ii)5 girls iii) either 2 or i.oys iv) atmost 2 girls by assuming probabilities for
boys and girls to be equal.
10. An airline knows t%of the people making reservations on a certain flight will not
nt

turn up. Con eir policy is to sell 52 tickets for a flight that can only hold 50
people. Wha&e probability that there will be a seat for every passenger who turns up?

11. 4 coins sed 100 times and the following results were obtained. Fit a binomial
dlstrlbut ior for the data and calculate the theoretical frequencies.

Frequency
Sol: Let x denote the number of heads and f the corresponding frequency. Since the data is in
the form of a frequency distribution we shall first calculate the mean.

ZfX _ (0G)+(1)(29)+(2)(36)+(3)(25)+(4)(5) _
5+29+36+25+5 100

Mean, W=57 2 - 196
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From binomial distribution, p = np. Here n=4

Hence 4p = 1.96
p=0.49
q=0.51

From binomial distribution,
P(x) = ncyp*q" *P(x) = 4¢,(0.49)%(0.51)*%
Since 4 coins were tossed , expected(theoretical) frequencies are obtained from
F(x) = 100P(x)

F(x) = 100.4¢,(0.49)%(0.51)** where x = 0,1,2,3,4. Q
F(0) = 100.4¢,(0.49)°(0.51)* = 6.765 =7 Q\
F(1) = 100.4¢,(0.49)1(0.51)3 = 25.999 z%

F(2) = 100.4¢,(0.49)2(0.51)% = 37.4:*
F(3) = 100.4c;(0.49)3(0.51)! = = 24

3
F(4) = 100.4c4(0.49)4(0.5i§</ 765 =6

Thus the required theoretical frequencies are 7,

Poisson Distribution

Poisson distribution is regarded as t ipg form of the binomial distribution when n is
very large (n - o) and p the prob msuccess is very small (p — 0) so that np tends
to a fixed finite constant say m. QJ

Let m be a positive constant. sider the infinite discrete probability distribution of a

random variable x is g@P(x) = n;—:{e‘m
The above probabjlity density function is called the poisson probability function.

y
Mean and Stanggdeviation of the Poisson Distribution

Me =m
Variance, V=m

Std. Deviation, o0 = vm

Problems
1. The probabilities of a poisson variate taking the values 3 and 4 are equal. Find the PDF.

Also, calculate the probabilities of the variate taking the values 0 and 1.

Sol: Given P(x = 3) = P(x = 4)
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4! m*

31 m3
* m =4,
From poisson distribution,

X 4_X
P(x) =—e™™=—e™*
4_0 41
P(x=0) = ae“‘ =0.0183 P(x=1) = Fe“‘ =0.0733

2. In a certain factory turning out razor blades there is a small probability\of % for any

blade to be defective. The blades are supplied in packets of 10. Use o) distribution
to calculate the approximate number of packets containing i) ective ii) one
defective iii) two defective blades in a consignment of 10,000 pﬁ%

Sol: Probability of a defective blade= p = L =0.002

500 \
In a packet of 10, the mean number of defective blades is @
Mean, m = np é/

m = 10(0.002) <</

m = 0.02

From poisson distribution, (9\/

(0.02)*
_ ~(0.02)
P(x) = g ©

¢\ P(x) = (0.9802)(0'2—?))( ( Since e=%92 = 0.9802)
i)  ProBakility of no defective

(0.0
0

P(x = 0) = (0.9802) 222" = 0.9802

For consignment of 10,000 packets= 10,000 * 0.9802 = 9802

ii) Probability of one defective
P(x = 1) = (0.9802) ©2" = 0,0196

For consignment of 10,000 packets= 10,000 * 0.0196 = 196

iii) Probability of one defective

BMATS301
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P(x = 2) = (0.9802) ©2 = 0.0002
For consignment of 10,000 packets= 10,000 * 0.0002 =2

3. The number of accidents in a year to taxi drivers in a city follows a Poisson distribution
with mean 3. Out of 1000 taxi drivers find approximately the number of the drivers with
1) no accident in a year ii) more than 3 accidents in a year.

Sol: Given Mean=3
Mean, p = m

m=3

From poisson distribution, Q
" Qs
X:
P = e @
P() = (0.05) 2 (Si<c<;— = 0.05)

i) Probability of number of drivers with no acc% ear
P(x = 0) = (0.05) - = 0.05
Number of drivers out of 1000 wi@@pldent in a year = 1,000 = 0.05 = 50
ear

ii) Probability of more than 3 accid@
P(x>3)=1-P(x<3)

P(x>3) = 1 [P(0) + p&/ P(2) + P(3)]

P(x>3) = 1— [(BRSIL + (0.05) 2 + (0.05) 2+ (0.05) 2

P(x>3) = A{0.0S)[l + 3+ 4.5+ 4.5]

P(x > 3?{35
Number of drivers out of 1000 with more than 3 accidents in a year = 1,000 * 0.35 =
350

4. Given that 2% of the fuses manufactured by a firm are defective, find, by using poisson
distribution, the probability that a box containing 200 fuses has i) no defective fuse
i) at least one defective fuse iii) exactly 3 defective fuses iv) 3 or more defective fuses.

Sol: The probability that a fuses is defective p = 2/100=0.02.
And n=200
Mean, p =np = 200* 0.02 ;m = 4
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From poisson probability function  P(x) = :—Te‘m

X
— a4
P(x) = €

Let x denotes the number of defective fuses in a box containing 200 fuses

i) Probability that the box contains no defective fuse
40
P(x=0) = 56_4 =0.0183

i) Probability that the box contains at least one defective fuse is

Px=1)=1-Pkx<1)
=1-P(kx=0) Q
—1-0013 Q\
P(x >1) = 0.9817 C_)Q

iii) Probability that the box contains exactly 3 defective fuse \

P(x=3) = Z—?e“‘ @

P(x = 3) = 0.1952

iv) Probability that the box contains 3 or more defestive fuses

P(x>3)=1-P(x<3) \\//

41
-4 -4 —4
Px=>3)#&1 T + e + —e l

P(x>3) =0.7621

5. A certain screw making\nachine has a chance of producing 2 defectives out of 1000. The
screws are packed s of 100. Using poisson distribution , find the approximate
number of boxgs contdning i) no defective screw ii)one defective screw iii) two defective
screw, in a co?ggqment of 5000 boxes.

Sol: The prwity that a screw is defective is given as p=2/1000 = 0.002.
Here n=100
Mean = np=100X0.002=0.2 ; m = 0.2

From poisson probability function P(x) = m” e=m

(0.2)

e—0.2
x!

P(x) =

Let x denotes the number of defective fuses in a box containing 100 screws

i) Probability that the box contains no defective screw
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0
P(x=0) = %e—“ — 0.8187

Number of boxes containing no defective screw in 5000 boxes =5000*0.8187=4094

i) Probability that the box contains one defective screw is

1
P(x=1) = —(0'12,) e 02

= (0.2X0.8187
P(x=1)=0.1637
Number of boxes containing one defective screw in 5000 boxes =5000*0.1637=819

iii) Probability that the box contains two defective screw is

P(x=2) = —(0'22')2 e 02 Q%
— 0.02X0.8187 \ D)
P(x = 2) = 0.0163 @

Number of boxes containing two defective screwz’ %}boxes =5000*0.0163=82

6. A communication channel receives indepe es at the rate of 12 pulses per micro
second. The probability of transmission &{rof\js#0.001 for each micro second. Compute

the probabilities of i) no error durind\a mMigfo second ii) one error per micro second
iii) atleast one per micro second iv x@ OfS v) atmost two errors.
Sol: Givenn =12 andp = 0.001

Mean number of errors in one@ second

K= np
m =12 % 0.001 (Since p = m, from poisson distribution)
& m = 0.012

From Poiss%ribution

P(x) = (0-9880)(0'0)(#)X (Sincee(0012) = 0,9880)

i) Probability of no error during a micro second

(0.012)°

P(x = 0) = (0.9880) >
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P(x=0) = 0.9880

ii) Probability of one error during a micro second

(0.012)*1

P(x = 1) = (0.9880) ===
P(x=1)=0.0119
iii) Probability of atleast one error during a micro second
Px=1)=1-P(kx<1)
P(x=>1)=1-P(x=0)

Px>1)=1-P(x=0) Q
P(x>1)=1-0.9880 %
P(x>1)=0.012 (_JQ
iv) Probability of two error during a micro second \
P(x = 2) = (0.9880) 222" <</®

P(x = 2) = 0.00007

V) Probability of atmost two error during @second

)

Px<2)=Px=0)+Pkx= 1)Q
P(x <2)=10.9880+ 0.0119 < 0. 7
P(x < 2) = 0.99997 %

Continuous Pro ity Distribution
If for everyzﬂelsnging to the range of a continuous random variable X, we assign a real
number f(x) satisfyihg the conditions,

i) f(x) >0 Wwoo f(x)dx = 1 , then f(x) is called a Continuous probability function or
probability dewsity function ( p.d.f)

Cumulative distribution function

If X is a continuous random variable with probability density function f(x) then the
function F(x) defined by F(x) = PX < x) = f_XOO f(x)dx is called the Cumulative distribution
function (c.d.f) of X.

NOTE: If r is any real number, then

1 P(x=r1) = [ f(x)dx
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[ee]

P(X<r)=1—P(X2r)=1—ff(x)dx

r

Mean and Variance

If X is a continuous random variable with probability density function f(x) where

—00 < x < o , the mean (u) or expectation E(X) and the variance (o?) of X is defined as
follows.

Mean, p = ffooox. f(x)dx

Variance, ¢% = ffooo(X— w2 f(x)dx or V= foo x%.f(x) dx — p? Q

Problems
1. Find which of the following is a probability density functuc?g

(2%, 0<x<1 |x| 0
8) f,(x) = {, otherwise b) fZ()_

2x ,0<x<1
c) f3(x) :{4—4)( ,1<x<2
0, otherwise
Sol: Conditions for p.d.fare f(x) = 0 and T@ﬂ dx=1
a) Clearly f;(x) =0 Q
fi(x)isap.d.f

b) Evidently f,(x) =®
fjooo f,(x)dx %fz (x) dx = f_11|X| dx

—1<x<0
But,lxlz{?\ 0<x<1

a2 f(x)dx = f_ol(—x) dx + fol x dx
f f,(x)dx = — IXZ_Zl + [)(2—2]

ffz(")dx— o-3]+[-0]-3+3-1

o f(x) isap.d.f

BMATS301
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c) Givenf;(x) =2x>0 in0<x<1

But f;(x) =4 —4xisnegativein1 <x < 2
The first condition is not satisfied.
~ f3(x) is nota p.d.f

X+c, 0<x<3

2. Find the value of ¢ such that f(x) = { 6 isap.d.f. Also find

0, elsewhere
P(1<x<2).

Sol: Here f(x) > 0 if ¢ > 0; Also we must have [~ f(x)dx =1
ie., f03 (§+C) dx=1 %Q

ie., [§+ CX]Z =1

i.e.,%(9—0)+c(3—0)=1 @
ie, = +3c=1 (</
ie,3c=1—— <<g'.>

12 --"

3
Q”
‘°‘°:1_12 QJ
Now, P(1 < x <2) = [ (x)§$/
'\— ot o) dx
=[5+,
v =—(G-D+-2-1)

12 12 12

PA<x<2)=1
kx?, 0<x<3
0, otherwise

HDP(1<x<?2) i)P(x<1) iii)P(x>1) iv)Mean v) Variance

3. Find the constant k such that f(x) = { isap.d.f. Also compute

Sol: : Here f(x) = 0 if k> 0 ; Also we must have ffooo f(x)dx =1

25



ATME COLLEGE OF

ie, [ ke?dx=1

. k313
ie., [i =1
3 1o

ie. 5(27 —0) =1
ie.,9%k =1

e, k=

O | =

2

X
-'-f(X)={;’ O<X<3
0, otherwise

i) P(1 <x<2) = [ f(x)dx
=f12§ dx

=—(8-1)

P(1<x<2) =17

2

i) P(x < 1) = [ f(x)dx

1
2

Px<1)= | =—d (</
X bfg X
N
=i7(;&)
P(xSZ&%

iii) P(x > 1) = [ f(x)dx
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iv) Mean, u = fjooo x. f(x)dx

= f03 X.%dx

Exponent& Distribution

The continuous probability distribution having the probability density function f(x) given by

— X
f(x) = {ae , for X.> 0 , Where a > 0 is known as the exponential distribution.
0, otherwise

Evidently f(x) = 0 and we have ffooo f(x)dx = 1.

f(x) satisfy both the conditions required for a continuous probability function.

Mean and standard deviation of the Exponential Distribution

Mean , uzl

¢4

BMATS301
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Std. deviation, ¢ = i

Problems
1. If xis an exponential variate with mean 3 find i) P(x > 1) ii) P(x < 3)
Sol: The p.d.f of the exponential distribution is given by

£(x) = {ae‘“x, for0 < x < o
- 0, otherwise

The mean of the distribution is given by i

Bydata,u=i=3 Q
1
S a:; Q%

Hence , f(x) = {§ e s for0<x<o

0, otherwise \
DPx>1)=1-P@<1

Px>1) =1
—1—f f(x)dx

g %
TS

—1——f e 3 dx

P(x>1) =0.7165
ii)P(x<3) = ff(x)dx

31 _X
= ["-eTsdx
03

3 X

=—f e 3dx

BMATS301
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x13
1|e”3
=z|—T
3lp
— —[a—1_ e—o]

= [e_

=—el41=1-2
e

P(x < 3) =0.6321

2. The length of telephone conversation in a booth has been an exponential distribution and
found on an average to be 5 minutes. Find the probability that a random call made from
this booth i) ends less than 5 minutes ii) between 5 and 10 minutes.

Sol: We have, f(x) = ae™™, 0 <x< o Q

1

Bydata,u=;=5 Q

a=l
) T s

X
es5 0<x<oo %

DP(x<5) = f £(x)dx \39
0
= fos i es dx 0\/
= éfos e_g dx %Q

5

1le 5

P(x<5) =~ e—‘
0

ul]| =

f(x) =

5] 1

= —[e7t>e™]

:?34.1:1_1
e

10

i) P(5<x<10) = f f(x)dx
5

P(x < 5) =0.6321

101 X
~e sdx
5 5

1,10 _X
= - 5
—J5 esdx
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10
P(5<x<10)—§[ 1l
5

5

P(5 <x<10)=0.2325
3. In a certain town the duration of a shower is exponentially distributed with mean 5

minutes. What is the probability that a shower will last for: (i) 10 minutes or more

(i1) less than 10 minutes (iii) between 10 and 12 minutes. Q
Sol: We have, f(x) = ae ™™, 0<x< o %
Bydata,u=i=5 (_)Q
1 _

P(x > 10) = 0.1353

i) P(x < 10) = 1 — P(x > 10)
P(x < 10) = 1 — 0.1353
P(x < 10) = 0.8647

12

i) P(10 < x < 12) = f f(x)dx

10
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5710
xq12
_1]e’s
=
5110
=—[e?* —e

—-2.4

_ -2]
P(10<x<12) =e 2 — 24

P(10 <x < 12) = 0.0446

4.The life of a compressor manufactured by a company is known to be 2@3 onan

average following an exponential distribution. Find the probabilityth Ife of a

compressor of that company is i) less than 200 months ii) be@ onths and 25

years. @
Sol: We have, f(x) = ae ™™, 0<x < o %
By data, p = i =200 b

f(x) T 00, 0<x<oo
200
i) P(x < 200) = f () dx <</
0
_ 00 1\ _%dx
2

P(x < 200) = 0.6321
Now, 25 years=25*12 months=300 months
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300

if) P(100 < x < 300) = f f(x)dx

100

_x
e zo0dx

f300 1
100 200

__ 1 (300
" 2007100

x 1300
1 |e 200
~ 200 1
100

200

— _[e—1.5 _ e—Z] Q
P(100 < x < 300) = 0.3834

5. Determine k if random variable x has the density function f(x) %— 0 < X< oo
hence find )P(x = 0) ii) P(0 < x < 1) iii) c.d. f \:'] )

Sol: Given f(x) is a probability density function.

» f(x) =0 and ffooo f(x)dx =1 %
ie., fjooo 14]-<x2 dx =1 &

_x
e zo0dx

[ee]

o Y.
J S

2k[tan" x|y = ; 2k[tan™!(o0) —tan~1(0)] =1
. NS
2k [E ~0]=1 @
1
km=1k=— ,\
1
) = %

DP(x=>0) = f f(x)dx

N

[ee)

T Jo 14x2

dx

1 po0 1
mY0 1+x2

1 —1,]%
== [tan~1x]§
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P(XZO)=1

—[tan™1(e0) — tan~1(0)]
T

P(XZO)=%[§—O]

1
P(X20)=E

1

iP(0<x<1)= ff(x)dx

0

N

_r1

=Jo _1+x2 dX Q
1 1 1
=y n=dx Q% '

PO<x<1)= %[tan‘lx]é @

- % [tan~(1) — tan~1(0)] (,.)
1]
=27 -9] \<§’
PO<x<1)= 1 (9\/
T4

X
iii)c.d.f = ff(x)dx %
N
X 1

dx

-1
. T f—°° 1+x2

1
c.d.f =—[tan"1x]*,
U

_1 [tan™!(x) — tan™!(—00)]
T

s ()
cd.f = i[tan‘1x+g] if —o<x< o0

6. The daily turn over in a medical shop is exponentially distributed with Rs.6000 as the

average with a net profit of 8%. Find the probability that the net profit exceeds Rs.500
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on a randomly chosen day.

Sol: Let ‘x’ denote the turn over per day.
=~ By exponential distribution
f(x) = ae ™™ ;x> 0.

Given, By data, p = i = 6000
1

~ 6000

f(x) =
&) ==
Let ‘A’ be the turn over for which the net profit is Rs.500. Q
Since the net profit is 8% of the turn over, Q&

= 500 \ )

k3
100
= A= 625%

X
Oe_6000, 0<x<oo

A

=~ The probability of profit exceeding Rs.500 is

P(x > 6250) = 62[0 F(x) dx \\//
r 1 X QJQ

P(x > 6250) = f 2000 e~ 6000d
6250

— e_
60008, ——1_
6000 6250
6250
Me™® —_ e 6000]

6250
= e 6000

P(x > 6250) = 0.3529

Normal Distribution

BMATS301
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The continuous probability distribution having the probability density function f(x) given

x-p?

byf(x)=ﬁe_ 262 where —co < x <o, —oo<pu<oo and o > 0 isknown as the

normal distribution.
Evidently f(x) > 0 and we have [*_f(x)dx = 1.

f(x) satisfy both the conditions required for a continuous probability function.

Mean and standard deviation of the Normal Distribution

Mean =

Variance = ¢? Q
Geometrically we can write Q%
D[ d@dz=1 i) [° ¢@dz = " ¢p(z)dz = C_)

Note
1. P(ro<z<ow)=1

2. P(—oo3zso)=1

3. P(0<z< ) or P(z>0)—— %
Also, P(—0 <z < z,) = P(— <(’N{O<z<zl)

ie, P(z<z;)=0.5+ ¢(z1)
Also, P(z > z,) =P(z=0) — <z<1z,)
ie.P(z>2z,)=0. 5@)
Problems
1. Evaluate%llowing probabilities with the help of normal probability tables
i) P(z >\IBS) i) P(—1.64 <z < —0.88) iii) P(z < —2.43) iv) P(Jz| < 1.94)
Sol: i) P(z>0.85) = P(z=0)— P(0 <z<0.85)
= 0.5 — $(0.85)

=0.5-0.3023
P(z > 0.85) = 0.1977

ii) P(—1.64 < z < —0.88)

BMATS301
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By Symmetry, P(—1.64 <z < —0.88) = P(0.88 <z < 1.64)

=P(0<z<1.64)—P(0<z<0.88)
= ¢(1.64) — $(0.88)
= 0.4495 — 0.3106
P(-1.64 <z < —0.88) = 0.1389
iii) P(z < —2.43) = P(z > 2.43)
P(z < —2.43) =P(z > 0) — P(0 < z < 2.43)

= 0.5 — $p(2.43) Q
= 0.5 — 0.4925 Q\
P(z > —2.43) = 0.0075 C_)Q

iv) P(Jz| < 1.94) = P(—1.94 < z < 1.94)

=2P(0 <z <194) @

= 2.$(1.94)

= 2.(0.4738) <<9’>
P(|z| < 1.94) = 0.9476 \/

2. If x is a normal variate with mean 3 dard deviation 5 find the probability that
)26 <x <40 i) x > 45

Sol: We have standard norma@te' z = B _ x-30

=

[Bydatap=30,0=75]

o 5

i) TofindP(26 <x< 4
Ifx=26,2=3-""%-08 ; Mfx=140,z=""2=2
Hence we need t:%rd ,P(-0.8<z<2)

P(—08<z<2)=P(-08<z<0)+P(0<z<2)

=P(0<z<08)+P0<z<?2)
= $(0.8) + ¢(2)
= 0.2881 + 0.4772
P(—0.8<z<2)=0.7653
ii) To find P(x > 45)

|fX=45,Z=45;30=

3

Hence we need to find , P(z > 3)

BMATS301
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P(z=3)=P(z=0)—P(0<z<3)

= 0.5 - ¢(3)
= (0.5 — 0.4987
P(z >3) =0.0013
3. The marks of 1000 students in an examination follows a normal distribution with mean
70 and standard deviation 5. Find the number of students whose marks will be

i) less than 65 ii) more than 75 iii) 65 to 75

Sol: Let x represent the marks of students Q
We have standard normal variate, z = ¢ =*2=  [By datap = 70,%
i) To find P(x < 65) CQ

Ifx=65,Z=65;70=—1 \
Hence we need to find , P(z < —1) %é :

P(z<-1)=P(z>1)

=P(z=>0)-P0<z<1) %b

- 05— 0 %

= 0.5 - 0.3413 (JQ

P(z < —1) = 0.1587

Number of students sco 'ng&lnan 65 marks=1000*0.1587= 158.7 = 159
ii) To find P(x > 75

Ifx =75,z = 5;70—

1

Hence we nged to find , P(z > 1)
Pz>1)=PMz>0)-P0<z<1)
=0.5—-¢(1)
= 0.5 —-0.3413
P(z > 1) =0.1587
Number of students scoring more than 75 marks=1000*0.1587= 158.7 = 159
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iii) To find P(65 < x < 75)
Hence we need to find , P(-1 <z < 1)
P(-1<z<1)=2P(0<z<1)
= 2¢(1)
= 2(0.3413)
P(—1<z<1)=0.6826
Number of students scoring marks between 65 to 75 marks=1000*0.68264%,682. 6 =
683 Q
4. In a test on electric bulbs, it was found that the life time of a particul nd was

distributed normally with an average life of 2000 hours and S. ours. If a firm

purchases 2500 bulbs, find the number of bulbs that are@o st for i) more than 2100
h

hours ii) less than 1950 hours iii) between 1900 to Q
Sol: Given p = 2000, o =60

We have standard normal variate, z = = =@

i) To find P(x > 2100) \/

Ifx=2100,z=M=1.QJ
60
67)

Hence we need to find , P(z >N

P 1.67) =P(z=0)-P(0 <z<1.67)
—K:.S —$(1.67)
= 0% —0.4525

V\ P(z > 1.67) = 0.0475

~ Number of bulbs that are likely to last for more than 2100 hours = 2500 * 0.0475
=118.75 =119
ii) To find P(x < 1950)

_1950-2000 __

Ifx = 1950,z —0.83

Hence we need to find , P(z < —0.83)

P(z < —0.83) = P(z > 0.83)

BMATS301
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=P(z=>0)-P(0<z<0.83)

= 0.5 — ¢(0.83)
= 0.5 - 0.2967
P(z < —0.83) = 0.2033
= Number of bulbs that are likely to last for more than 1950 hours = 2500 = 0.2033
= 508.25 = 508
iii) To find P(1900 < x < 2100)

Ifx = 1900,z = 22072900 _ 167 ;|fx=2100,z=w=~@
60 60

Hence we need to find , P(=1.67 < z < 1.67) Q

P(—1.67<z<1.67)=2P(0 <z < 1 @)

=2 % $(1.67)
= 2% 0.4525 %
7905

P(-1.67 <z< 1.%
~ Number of bulbs that are likely to last t@ 00 and 2100 hours
=2500 * 0.2033 Q\/

=2262.5 = 2263 <
5. In a normal distribution 31%pof the Ttems are under 45 and 8% of the items are over 64.
Find the mean and S.D of t%ribution.

Sol: Let pand o be th@@md S.D of the normal distribution.
By data, P(x <«5)m= 31 and P(x>64)=0.08
We have standard normal variate, z = ?

When x = 4 ,Z=%=21(Sa}’)

X = 64 ,z=%=22(8ay)

So we have
P(z<z;) =031 and P(z > z,) = 0.08

ie., 0.5+ ¢(z;) =031 and 0.5 — ¢(z;) =0.08
©(z)=031-05 and  @(z,) = 0.5 —0.08

¢(z,) = —0.19 and ©(z,) = 0.42
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Referring to the normal probability tables, we have

0.1915(= 0.19) = ¢(0.5) and  0.4192(= 0.42) = @(1.4)

¢(z;) = —(0.5) and ¢(z2) = @(1.4)
= z; =—0.5 and z, = 1.4
ie., 456_” = —0.5 and 640_“ =14
45 —p=-0.50 and 64 —u= 140
u—0.50 =45 and U+ 1.40 = 64

Solving above equations, we get Q

n=>50 and c=10
Thus, Mean=50 and S.D=10

6. The mean weight of 500 students during a medical exa as found to be 50 kgs
and S.D weight 6 kgs. Assuming that the weights are n dlstrlbuted find the number
of student having weight i) between 40 and 50 k ||) than 60 kgs. [@(1.67) =
0.4525]

Sol: Givenpu=50, o0=6 &
50

We have standard normal variate, z = ;

i) Tofind P(40 < x < 50) (9

Ifx =40, z=2 - —-167 ;Ifx=50,

Hence we need to ﬁm&—l. 67 <z<0)
P(-1.67<z<0) = <z<1.67)
& = $(1.67)

P(—1.6?s < 0) = 0.4525

50 50

~ Number of students having weight between 40 and 50 kgs= 500 * 0.4525 = 226.25
= 226

ii) To find P(x > 60)

fx=60,z=22C_167

Hence we need to find , P(z > 1.67)
P(z>1.67)=P(z=>0)—-P(0<z<1.67)
= 0.5 — $(1.67)
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= 0.5 —-0.4525

P(z > 1.67) =0.0475
~ Number of students having weight more than 60 kgs = 500 * 0.0475
=23.75= 24

7. In an examination 7% of students score less than 35% marks and 89% of students score
less than 60% of marks. Find the mean and S.D of the distribution if the marks are
normally distributed. It is given that P(1.2263)=0.39 and P(1.4757)=0.43.

Sol: Let p and o be the mean and S.D of the normal distribution.

Bydata, P(x<35)=0.07 and P(x < 60) = 0.89 Q

We have standard normal variate, z = %

Whenx=35,z=@=zl(5ay) \COQ

o
x=60,z=%=zz(5ay) @
So we have , %

P(z <z,) =0.07 and
ie., 0.5 + ¢(z;) = 0.07 and

¢(z,) =0.07—-0.5 and @(z3) =)0.89 — 0.5

@(z,) = —0.43 and %2) =0.39

Using the given data i S of these, we have

o) = (1.4757) and ¢(z,) = @(1.2263)
= &1 = —1.4757 and z, = 1.2263
ieY ~ =t =-14757 and =k = 1.2263
35— p=—1.4757c and 60 — = 1.22630
w—1.4757¢ = 35 and L+ 1.22630 = 60

Solving above equations, we get
n=48.65 and c=9.25
Thus, Mean =48.65 and S.D=9.25

BMATS301
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MODULE-2
JOINT PROBABILITY DISTRIBUTIONS
Joint Probability Distribution

If X and Y are two discrete random variables, we define the jointprokability
functionof X and Y by P(X = x,Y = y) = f(x,y) where f(x,y) sai onditions
f,y) 20 and X, ¥, f(x,y) = 1.

Suppose X = {x1, x5, ..., X} and ¥ = {y1, v, oo, Y0} % )

P(X =x;,Y = yj) = f(xi,yj) is denoted by]ij .

Expectation, Variance, Covariance and Correlatio %
If X is a discrete random variable taking v 62, ...., X, having probability

e
function f(x) then, %

The expectation of X is denoted by Mx@%}— ~oxif ()
The Variance of X is denoted by V&) =", x?f (x;) — u? , where u is the mean of X.

V=EX?) - ux
The Standard deviation is denoted by gy = /V(X)

If X and Y are two di random variables having the joint probability distribution
f(x,y) then the ctation of X and Y are defined as

v px = ECO = ) xf (x)

py =E(Y) = Z vig ;)
Jj

and EXY) =%, i x;yilij
If X and Y are random variables having mean py[orE(X)] and py[orE(Y)] respectively,
then the covariance of X and Y are defined as

Cov(X,Y) = E(XY) — E)E(Y)
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The correlation of X and Y denoted by p(X,Y) is given by p(X,Y) = % where
X0y
of =E(X?) —pu%, of =E(Y?) —u3
Note: If X and Y are independent random variables then
i) EXY)=EXEQ)
i) Cov(X,Y)=0 andp(X,Y) =0
Problems
1. The joint distribution of two random variables X and Y is as follows \
Y - -4 2 4
X!
1 1 1 1
8 8
5 1 1 1
4 8 8
Compute the following \)’
i) EQO) and E(Y) i) E(XY) i) o @ V) Cov(X,Y) V) p(X,Y)
Sol: The distribution ( margir}I dis&Mon ) of X and Y is as follows.
Y - -4 2 7 fx)
X!
1 1 1 1 1,11 1
8 4 8 4 8 2
5 1 1 1 1,11 1
4 8 8 48 8 2
90 Loi 2 | LhL9 | Lai 2 1
87178 27878 878 1

Distribution of X

BMATS301
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f(x)) 1 1
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Distribution of Y

9g;) 3
8 8 4

) EX) = X xif ()

EQ) =03 +6 ()
1 5

E(X) = 5 + 5

Thus, E(X) = uy =3

i) E(XY) = X %yl
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EY)=%;y90)

E(Y) = (—4) (3) +(2) \b G)
"o

EY)=-=

8
$

£ = W9 (3)+ 0@ () + 00 (5) +6) Qég’ 5@ 5)+©0 (3
E(XY) = 1 AL 1 + 7 5 35
A ]
3 (0\'
Thus, E(XY) = P
iii) o = E(X?) — ug =E(Y?) — iy

Now, E(X?) = X, x2f (x %
E(X?) = %ﬁz) ()

E(X?) =13
~ 02 =13 _zz ; oZ =

02 =4 ; of =

oy =2 ; oy =
iv) Cov(X,Y) = E(XY) —EX)E(Y)

Cov(X,Y) == - (3)(1)

3
Cov(X,Y) = —3

E(YZ) =%y f0)
B0 = (0 (5) + @9 () + ) ()

E(Y?) = ?

4.33

‘
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_ Cov(X)Y)
V) p(X,Y) = a—

é

pXY) = 25

p(X,Y) = —0.1732

2. The joint probability distribution table for two random variables X and Y iswﬁfollows
.

Y - -2 -1 4 5
X1l
1 0.1 0.2 0 0.3
2 0.2 0.1 0.1 0

Determine the marginal distributions of X and ompute i) Expectations of X, Y and

XY i) Standard deviations of X, Y iii) Cova n X and Y iv) correlation of X and Y.
Further verify that X and Y are depend variables. Also find P(X + Y > 0).

Sol: Marginal distribution of X (

flx) 0.6 0.4

Marginal distri ion of Y

g
) EX) =Xixf(x;)
EX) = (1)(0.6) + (2)(0.4)
E(X) =0.6+0.8

E(Y) =2y;9(v))
E(Y) = (-2)(0.3) + (—1)(0.3) + (4)(0.1) + (5)(0.3)
E(Y)=-06—-034+04+15
EY)=py =1
EQY) = ) xyy

i,j

Thus, E(X) = uy = 1.4

=
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EXY) = (1)(-2)(0.1) + (D(=1)(0.2) + (D)0 + (1)(5)(0.3) + (2)(-2)(0.2)
+(2)(=1D(0.1) + (2)(4)(0.1)

+(2)(5)(0)
E(XY)=—-02-02+0+15-08—-02+08+0
Thus, E(XY) = 0.9

ii) o = E(X?) — u% ; oy = E(Y?) — uj
Now, E(X?) = X; x7f (x)) EY?) =%;y79))

E(X?) = (1*)(0.6) + (2%)(0.4) E(Y?) = ((-2))(0.3) + (-1))@Q.3) + (4®)(0.1) +
(52)(0.3)

E(X?) =22 E(Y?) = 10.6 %
o 02 = 22— (14)? : 02 = 10.6 — 12 (_)Q
gz =0.24 ; o2 =9.6 \
oy = 0.49 : oy = 3.1 @
iii) Cov(X,Y) = E(XY) — EC)E(Y) Q<><,
Cov(X,Y) = 0.9 — (1.4)(1) \<$/

Cov(X,Y) =—-0.5

iv) p(X,v) = 220 (JQ\/

Ox0y

-05
p(X.Y) = (0.49)(3.1) %

p(X,Y) = —0.3 @
If X and Y are indgpendent random variables we must have f(xl-).g(yj) = Jij

It can be seen thﬁ&l).g(yl) =(0.6)(0.3) = 0.18 and J;; = 0.1 ie., f(x).g9(y;) # J;

Similarly fo rs also the condition is not satisfied.

Hence we conclude that X and Y are dependent random variables.
We have, X = {x;} = {x;,x,} = {1,2} respectively.
Y ={y;} = {y1,¥2, ¥, 7} = {=2,—1,4,5} respectively.
Also, J;; =01, J,=02, J;3=0 , J;,=03
Jo1 =02, J, =01, Jo3=01 , J,u=0
X +Y >0 ispossible when (X,Y) take the values
(x1,¥3) = (L4) 5 (epya) = (15) ; (x2,y2) = (2,-1) ; (x2,¥3) = (24) and
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(x2,4) = (2,5)
Hence ,P(X +Y >0) = J13 4+ J14 + Jo2 + Jo3 + J2a
PX+Y>0)=0+03+01+01+0
Thus, P(X+Y >0)=0.5

N

3. Suppose X and Y are independent random variables with the follGyin r:spective

Sol: Since X and Y are indeperw, the joint distribution J(x,y) is obtained by using the

definition £ (x;). g(y; L=
J;j are obtained ogemultiptication of the marginal entries.

From the given (&the required J;; is found

J11 = f(x1).9(ry) = (0.7)(0.3) = 0.21

J12 = f(x).g(y,) = (0.7)(0.5) = 0.35

J1z = f(x1).g(y3) = (0.7)(0.2) = 0.14

J21 = f(x2). g(y1) = (0.3)(0.3) = 0.09

J22 = f(x3).g(y,) = (0.3)(0.5) = 0.15

J2z = f(x3). g(y3) = (0.3)(0.2) = 0.06
The joint distribution table is as follows
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Y - -2 5 8 f(xi)
Xl
1 0.21 0.35 0.14 0.7
2 0.09 0.15 0.06 0.3
a(y;) 0.3 05 0.2 1
We have Cov(X,Y) = E(XY) —EX)E(Y)
EX) =Y x;f(x) E(Y)=X;y90) Q\Q
E(X) = (1)(0.7) + (2)(0.3) E(Y) = (-2)(0.3) + é (0%)™ (8)(0.2)
E(X)=074+0.6 E(Y) 25+4+1.6
Thus, E(X) = uy = 1.3 EY)=puy =

i,j

E(XY) = inYj]ij é/

EXY) = (1)(—2)(0.21) + (1)(5)(0.35) + (1)(8) (Kﬂ%)( 2)(0.09) + (2)(5)(0.15) + (2)(8)(0.06)
E(XY)=-042+1.75+1.12 — 03(6 96
Thus, E(XY) = 4.55

Hence Cov(X,Y) = 4.55 — (Q/@ 5 =0
Thus the result Cov(X @) foFindependent random variables X and Y is verified.

4. X and Y are indepen andom variables. X take values 2,5,7 with probability

15,4, 1/4%ctively. Y take values 3,4,5 with the probability 1/5,1/5,1/5 .
) Fm%omt probability distribution of X and Y
i)  Show that the covariance of X and Y is equal to zero.

iii)  Find the probability distributionof Z =X +Y

Sol: Given
f(x) 1
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i) We have J;; = f(x;).g(y;) wherei,j =123
S = f).g) =1/, 15 =1/,

s = f).g(s) = 15 15 =1/,

Joz = f02).90) =1/ 13 =1/,

Jar = fOx3).gO) =1/ 1/ =1/,

Jss = f(x).9(rs) = /4. 13 =1/,

Jiz = f(x1).9(2) = 1/2-1/3 = 1/6

J21 = f(x2).g(y1) = 1/4- 1/3 = 1/12

Jos = f(02).g(v3) = /g 1/3 =1/
J32 = f(%)-!ﬂ%@/g = 1/12

The joint distribution table is as follows (
Yo 3 4 ~ 5 £
Xl
2 1, 1 1, 1,
> iz Y12 Y1z Y4
v Y1z Y12 Y1z Ys
9(v) 1/ 1/, 1, 1

ii) We have Bov(X,Y) = E(XY) — ECOE(Y)

E(X) = Xixif (x) EY)=2X;y,90))

EX) = @)(Y) + &) (Yy) + (YY) EW) = 3 (13) + @(Y3) + 5)(Y3)
E(X) =4 E(Y) =4

Thus, E(X) = uy = 4
E(XY) = Z Xy

i,j

EY)=py =4

EGxY) = 23)(Yg) + @@ (Yg) + @) (Yg) + B (Y1) + ©@(Y/15) + OB (Y/12) + DB (H12) + D@ (Y 15) + DS (Y1)

—

[
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E(XY) =16

Thus, E(XY) = 16

Thus, Cov(X,Y) =16—(4)(4) =0
izZ=X+Y
Let z; =x;+y; and hence {z;} = {5,6,7,8,9,10,11,12}

The corresponding probabilities are ,

Ye e Yo 12 Y12 Y12+ Y12 Vi Y2

The probability distribution of Z = X + Y is as follows

1 1
P(2) e ha  the  YetYVie=Y /12

We note that ), P(Z) = 1. \\\ }

5. The joint probability distribution of two discretegfa
f(x,y) = k(2x + y) where x and y are int

i) Find the value of the constant k.

ii) Find the marginal probability distributioqi\o}\?and Y.

iii) Show that the random variables X ar€ dependent.

iv) Compute E(X)E(Y), E(XY)

v) Compute E(X?),E(Y?)

vi) Compute oy, gy

ariables X and Y is given by
that 0 < x <20<y<3.

Vi) Find P(X = 1,Y = 27 P

viii) Find P(X > 1,Y

C
(X%Z,Yz 1)

X+Y>2)

Sol: X ={x;}=40,1,2} and Y = {y;} ={0,1,2,3}
f(x,y) = k(2x +y) and the joint probability distribution table is formed as follows
Y - 0 1 2 3 Sum
X1
0 0 k 2k 3k 6k
1 2k 3k 4k Sk 14k
2 4k oSk 6k Tk 22k
Sum 6k 9k 12k 15k 42k
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1)  We must have , 42k = 1

1
k=—
42

i) Marginal probability distribution is as follows

f(x:) %42 %4 22/ 42
g()’] 6/42 2/4.2 15/4-2

iii) It can be easily seen that £ (x;). g(y;) # Ji; @\
Hence the random variables are dependent. <(/

iv) EQX) = X x:f(x) \<,</ EY)=X;y,90))
EG) = 0)(54) + D(14/,12) + @(22/,,) 0 E(Y) = 0)(8/43) + D 42) + @(12/45) + 3)(15/,5)

Thus, E(X) = py = 29/ 1 <(/ E(Y) = py = 1?’/7
E(XY) = z xi¥ilij §

ij
E(XY) = (0)((§+ 4k + 9k) + (1)(0 + 3k + 8k + 15k) + (2)(0 + 5k + 12k + 21k)
E(XY)=0 k + 76k

E(XY) =102k = 10z
42
Thus, E(XY) = 7
V) EX?) =Xixtf(x) E(Y?) =X;y79())
E(x?) = (0) + (12 (2) + 20 (£) Er?) =)+ 1) (2)+ @) (2)+6H(E)
E(x?) =2 E(Y?) ==
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2y 17 2\ 32
Thus, E(X)—7 E(y)_7
vi) of = E(X*) — i} of =E(Y?) — i

17 /29\? 32 /13\*
#=5-(3) v-2-(3
7 21 7 7
2 _ 230 2 _ 495
9% = a1 Ov = i
V230 V495
Ox = oy =

21
Thus, 6x =0.72 and oy =1.06

vii) Let X = {x;} = {xy,x;,x3} = {0,1,2} respectively. Q
Y ={y;} = (v, ¥2, 3, v.} ={0,1,2,3} respectively. Q%
Also, J11=0, Jiz =140 J13=2/4p J1a=3/4 c‘)
Jo1 = 2/4 Jo2 =3/4p Tz =44 124 =
Jo1 =440 Js2 =/4p Jsz = 6/42,

Now, P(X = 1,Y = 2) = f(x,,y3) = ]23 = ;

PX=2Y=1)=f(x3,y2) = J32 =

VI”) X, 7) ={(1,0),(1,1), (1,2), (2,0), (A1), = {(x2, ¥1), (2, ¥2), (x2,¥3), (x3, 1), (3, ¥2), (x3,¥3)}

P(X>1Y<2) =]21%+/]23+]31+]32+]33

PX>1Y < Ziiitp ity
P(X >1, gﬁ
To find P(X + ;S)
&7 ={(0,3)(1,2)(1,3)(2,1)(2,2)(2,3) }

= {1, ya), (x2,¥3), (X2, ¥4), (X3, ¥2), (x3,¥3), (x3,¥4)}
P(X +Y > 2) = Ji4t)23+24+]321 334 34

P@+Y>a:%+i+i+i 6 , 7 _30

42 42 42
MX+Y>D=§

6. A fair coin is tossed thrice. The random variables X and Y are defined as follows.
X = 0or 1 according as head or tail occurs on the first toss. Y = Number of heads

BMATS301

i) Determine the distributions of X and Y.
ii) Determine the joint distribution of X and Y
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iii) Obtain the expectations of X, Y and XY. Also find S.D’s of X and Y.

iv) Compute the covariance and correlation of X and Y.

Sol: The sample space S and the association of random variables X and Y is given by the

following table
RN
X 0 0 0 0 1 1 1 1
Y 3 2 2 1 2 1 1 0
i) The probability distribution of X and Y is found as follows. %\J
X={x}={01} and Y ={y;}={0123} Q
PX=0)=2=2 ; px=1)=2=2 \C)

8 2 8 2 @
P(Y—O)—— P(Y—l)—— P(Y—Z)% (Y=3)=§
Thus, we have the following probability dIStrlb@' andY.

f(x) 1 1

2 2
gy 1 3 3 1
| 8 8 8 8

i) The joint distribution of X and Y is found by computing J;; = P(X = x;,Y = y;) where
wehave x; =0, x,=1 and y;, =0,y, =1,y;=2,y, =3
Ji1 =P(X =0,Y=0)=0 (X =0 implies that there is a head turn out and Y the total

number of heads is 0, outcome is impossible)

1 2 1
Jz=PX=0Y=1=" Js=PX=0Y=2=-=-  J,=P(X=0Y=3)=
(Corresponding to the out come HTT) (out comes are HHT and HTH) (out come is HHH)
J, 1 =PX=1Y=0) =§ ;out comeis TTT

=
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Jos =P(X=1Y = 1)=§=§ - out come is THT, TTH
Jos = P(X = 1,Y=2)=§ - out come is THH
Joa=PX=1Y=3)=0 ; since the out come is impossible.

The required joint probability distribution of X and Y is as follows.

Y - 0 1 2 3 Sum
X!
0 0 1 1 1 1
8 8 2
1 1 1 1 0 1
8 4 2
Sum 1 3 3 1 1
8 8
i) E(X) = 3 xf (xp) NS EW) =3, ;9(v)

EX) = (/) + (1) E(Y) = @sﬁ WC/g) + @C/g) + 3 (YY)
E(X) = 1/2 QJ EY) = 12/8

Thus, EX) = py = 1/, <</ E(Y) =py =3/,

Now, E(XY) = X, ; x;y;

E(XY) =0+ (1)(1)( M) (1/g)+0

E(xy) =1/, +'2§8\

Thus, EXYNE %/,

Also, o = E(X?) — i oy = E(Y?) — i}

Now, E(X2) = ¥, x*f(x;) E(Y?) =2/ f ()
EX?) = (02 (3)+ 02 (5) Ev) = (2)+an(E)+ @) (2)+ 69 (2)
E(X?) = E(Y?) =3

=i it =3-()
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iv) We have Cov(X,Y) = E(XY) — E(X)E(Y)

_1_13
Cov(X,Y) = ~—75
Cov(X)Y) = —i
__ Cov(X)Y)
Also, p(X,Y) = p——
N
pX,Y) =
G(2) Q
—_1

7. Let X be a random variable with the following distribut@Y s defined to be X?

1 1

f () 1
4

S

O
e joint distribution of X and Y

Determine i) the distribution g@f Y ii)
iii) E(X), E(Y),E(XY) g<(&W) Cov(X,Y) V)p(X,Y)

Sol: Here Y is define

The distributiongf Y is given by

gy

N| =

1
2

ii) The joint distribution of X and Y is

Y- 1 4
X!

=
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55



‘
BMATS301

ATME COLLEGE OF ENGINEERING MYSURU

PREPARED BY Mr. Rangaswamy S
Assistant Professor

2 0 1
1 1 0
4
1 1 0
4
2 0 1
i) EQ) = X, x,f(x;) E(Y) = 20 0))
EX) = (DY) + 2(1/y) + O (/) + @(Yy) E(Y) & ( )+ @)

E(X) =0 {SV} >/
Thus, E(X) = uy = 0 <</@(Y) =y = 5/2

Now, E(XY) = X, ; x;ylij
EQXY) = (-2)(0) + (-2)(1) + (-D(1/,) + (—%;3(1/4) +(D(0) + () (0) + (@)

EXY)=-2-1/,+1/,+2

v
Thus, E(XY) =0 QJQ\/

Also, of = E(X?) — ik of =E(Y?) — i3

Now, E(X?) = X; x2f (x <</ EQY?) =3, )

E(X?) = (-D»)(3) + &&}) +(WH () +@2() Ewr?) =02 () +@) ()
E(X?) =~ E(Y?) ==

iv) Cov(X, »E(XY) — E(X)E(Y)

Cov(x,¥) = 0-0(%/,)

Cov(X,Y)=0
C )
V) p(X,Y) = ‘foyy)
p(X,Y) = :

(1.581)(1.658)

p(X,Y) =10
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8. The joint probability function of two discrete random variables X and Y is given by

f(x,y) = cxy forx = 1,2,3 and y = 1,2,3. Find the following
i) Constant ¢ ii)P(X =2,Y=3) ii)P1<X<2Y<2) iVy)P(X=2) V)P(Y <2)
Vi)P(X=1) V)P =3)

MODULE 3-STATISTICAL INFERENCE 1

Sampling Theory 8\

Random Sampling

A large collection individuals or attributes or numerical d “AQ understood as a
population or universe.

A finite subset of the universe is called a sample. W@m er of individuals in a sample is

called a sample size(n). b

If n < 30 then the sample is said to be small othegwise it is a large sample.

The selection of an individual or item %opulation in such a way that each has the
same chance of being selected is cal om sampling.

Sampling where a member of the ation may be selected more than once is called as

sampling with replacement. &
If a member cannot be ©hosen more than once is called as sampling without replacement.
Parameter and Statisti

The statistical constants of population is mean(u) , standard deviation (o), correlation (p)

are called the parameter.
The statistical constants drawn from the given population is mean(x) , standard deviation
(s), correlation (r) are called statistic.

Testing of Hypothesis

To reach the decisions about the populations and the basis of sample information, we
make certain assumptions about the population involved. Such assumptions which may or
may not be true are called hypothesis. OR Quantitative statement about the population.
Explanation on the basis of limited evidences.

Null Hypothesis

The hypothesis formulated for the purpose of its rejection under the assumption that it is
true is called the Null Hypothesis denoted by H,,.
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Any hypothesis which is complimentary to the null hypothesis is called Alternative

Hypothesis denoted by H;.
Type-1 and Type-I11 Errors
Type-1 Error: Wrong decision to reject the null hypothesis when it is actually true.

Type-11 Error: Wrong decision to accept the null hypothesis when it is actually false.

Hypothesis True Correct decision Wrong decision

( Type-I Error)

Hypothesis False Wrong decision Correct decision

( Type-II Error)

AN
Significance level @/
The probability level, below which leads to the tejéction of the hypothesis is known as the
significance level. The probability levels are Tixed, &t 0.05 or 0.01 being 5% or 1%. These are
called Significance level. 6\,

Test of Significance

The process which enablesds to decide about the acceptance or rejection of the hypothesis
is called the test of significance.

Confidence Interv

Let us supp@at we have a normal population with mean p and S.D o . If X is the
sample

mean of a r% sample size n the quantity z defined by z = % is called the Standard
v

|

normal variate.

From the normal distribution table we find the 95% of the area lies between z = —1.96
and z = +1.96 i.e., 95% confidence interval lies between —1.96 and +1.96 .

Further 5% level of significance is denoted by z, ,s.Mathematically we can write
X— U

—1.96 <
)

<196
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_ 9 196) < ¥ —u < (1.96)-Z
\/ﬁ(' )<x—u=<(L )\/ﬁ

— o — o
Uu<x+ \/—5(1.96) and X — \/—1_1(1.96) <u
Also we can write combining the two results in the form,

£-196(%)<p<z+196(F%) — )

Similarly, from the table of normal areas 99% of the area lies between -2.58 and 2.58.
This is equivalent to the form,

— g — g
£-258(%)<pu<%+258 (ﬁ) —©)
We can say that (1) is the 95% confidence interval and (2) is the 99‘( |;ce interval.

One tailed and two tailed §sts

In our test of acceptance or non@cceptance of a hypothesis, we concentrated on the value
of z on both sides of t . This can be categorically stated that, the focus of the attention
lies in the two “tails” o istribution and hence such a test is called a two tailed test.

Sometimes we be interested in the extreme values to only one side of the mean in
which the rggion of significance will be a region to one side of the distribution. Obviously the
area of sucf&gion will be equal to the level of significance itself. Such a tail is called a one

tailed test.
\v / CR CR

+ R Left

One tailed test Two tailed test
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The following table will be useful for working problems

Critical Value of z
Test
5% level 1% level
One-tailed test -1.645 or 1.645 -2.330r 2.33
Two-tailed test -1.96 or 1.96 -2.58 or 2.58

Tests of significance of Proportions %Q

1. Let x be the observed number of successes in a sample size of n U p be the
expected number of successes let the associated standard normaly/as be defined by z =

X—{ _ X-np

a Vnpq
2. If |Z| > 2.58, we conclude that the differences is highly s icant and reject the
hypothesis .Probable limits = p + 2.58 |22 b

n

3. If Z < 1.96, difference between the obser\% xpected number of successes is not
significant.

4. If Z >1.96, difference is signific level of significance.

Test of hypothesis for m%
Let u, and u, be the meal of two populations. Let (i, g,); (¥,, o,) be the mean and
standard deviation of samples of size n, and n, respectively. To test the null

hypothesis H, t%re difference between the population means. i.e., Hy: i, = U,

The static for this isiven by Z = Z1=%2)
v ﬁ+ﬁ
nyg np

Test of significance of proportions

1.A coin is tossed 1000 times and head turns up 540 times. Decide on the hypothesis that the
coin in unbiased.

Sol: Let us suppose that the coin is unbiased
p = Probability of getting a head in one toss = %2
Sincep+qg=10=%
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Expected number of heads in 1000 tosses = np

=1000 x % =500
Actual Number of heads = 540 = x
Now x —np =540 — 500 = 40

Consider z = X“H _XTnp _ 540—-500
vnpq npq  V1000X0.5X0.5
z =2.53<2.58

Thus, we can say that the coin is unbiased.

2. A sample of 900 days was taken in a coastal town and it was found that gn 10 days the
weather was very hot. Obtain the probable limits of the percentage of ve%w ather.

Sol: Probability of very hot weather , p = % = é CQ

£ q=2 ,n=900 \
Probable limits = p + (2.58)\@ &

G
~1yse) Ll L <<,
=0.111 + 0.027 \\//
= 0.084 and 0.1 Q

Probability limits of very ho%e;ther is 8.4% to 13.8%
w

3. Ina sample of 500 merggt as ¥éund that 60% of them had over weight. What can we

infer about the propoQY people having over weight in the population?

Sol: Probability@sons having over weight is , p = 2~ 06

100
: qv\—pzm ,n =500

Probable limits = p + (2.58)\/‘;E

= 0.6 + (2.58) %

= 0.6 £ 0.0565
Probable limits = 0. 5435 and 0.6565
Thus, the probable limits of people having over weight is 54.35% and 65.65%
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4. A survey was conducted in a slum locality of 2000 families by selecting a sample size

800. It was revealed that 180 families were illiterates. Find the probable limits of the
illiterate families in the population of 2000.

Sol: Probability of illiterate families is , p = % = 0.225

~ gq=1—-p=0775 ,n=2800

Probable limits = p + (2.58)\@

= 0.225 + (2.58)\/@
800
— 0.225 + 0.038 Q

Probable limits = 0. 187 and 0.263 Q

The probable limits of the illiterate families in the population Q

— 0. 187 * 2000 and 0.263 * 2000 @
— 374 and 526 <</

Thus, 374 to 526 are probably illiterate familigs!
5. In 324 throws of a six faced ‘die’, an odd % rned up 181 times. Is it reasonable to
think that the ‘die’ is an unbiased on \/

Sol: Probability of the turn up of anfodd ber, p =3/6="%
Sincep+qg=1,0g=% g(
Expected number of successes =Tp

@ =324 x ¥ =162
Actual Number @ds =181=x

Now x — nwl -162=19
x-p _ x-np _ 19 19

Consider z = Jnpd  ynpqd  V32aX05X05 9

z =2.11<2.58
Thus, we can say that the die is unbiased.

6. A sample of 100 days is taken from meteorological records of a certain district and 10 of
them are found to be foggy. What are the probable limits of the percentage of foggy days

in the district.
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Sol: Proportion of foggy days in a sample of 100 days is, p = % =0.1

~q=1-p=09 ,n=100
Probable limits = p + (2.58)\@

= 0.1+ (2.58) %

=0.1+0.0774
Probable limits = 0. 0226 and 0.1774
Thus, the percentage of foggy days lies between 2.26% and 17.74% Q

7. A random sample of 500 apples was taken from a large consignmen were found

to be bad. Estimate the proportion of bad apples in the consig ell as the

standard error of the estimate. Also find the percentage of les in the consignment.

Sol: Proportion of bad apples in the sample is given b% = 0.13

<

» q=1-p=087 ,n=500

S.E proportion of bad apples = \/% =

Probable limits = p + (2.58)\/1‘;z <
=013+ (2.5&0/)15)

= 0.@)387
Probable limits= 0.0913%nd 0.1687

= 9N 3% and 16.87%
Thus, the re@quired percentage of bad apples in the consignment lies between 9.13 and 16.87.

8. The mean &nd standard deviation of the maximum loads supported by 60 cables are 11.09
tonnes and 0.73 tonnes respectively. Find a) 95% b) 99% confidence limits for mean of
the maximum loads of all cables produced by the company.

Sol: Bydatax = 11.09 , ¢ =0.73,n =60

a) 95% confidence limits for mean of the maximum loads are given by

% +1.96 (%) = 11.09 £ (1.96) (%)

=11.09+0.18
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=1091 and 11.27

Thus,10.91 tonnes to 11.27 tonnes are the 95% confidence limits for the mean of the
maximum loads.

b) 99% confidence limits for mean of the maximum loads are given by

%+258 (%) = 11.09 + (2558) (52)

=11.09 £ 0.24
= 10.85 and 11.33

Thus, 10.85 tonnes to 11.33 tonnes are the 95% confidence limits for the mean,of the
maximum loads. Q

9. An unbiased coin is thrown n times. It is desired that the relative fre %'ofthe
appearance of heads should lie between 0.49 and 0.51. Find%~ value of n that

will ensure this result with a) 95% confidence b) 99% cc@
Sol: Probability of getting a head, p = %

q=1 \<§/

S.E proportion of heads = %

N | =
=Y

1
>

S.E proportion of heads = |32 =

2Vn
a) Probable limits for 959 or&ce level is givenby: p + (1.96)\/”;" , Which should lie
between 0.51 a 0.4§
p+ (19 "&51 or 0.49

n

0.5+ (1.9 ﬁﬁ = 0.51 0r 0.49

05+ 2 = 0.51 0r 0.49
0.5 + % =051 0.5 — % = 0.49
% =0.51-05 % = 0.5—0.49
% =0.01 % =0.01
Vn =%

0.02

BMATS301
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Vn =98

Thus, n = 9604

b) Taking the confidence coefficient equal to 1.645 for 90% confidence level we have as
before

1.645
2Vn
1645

Vn = 0.02

= 0.01

Vn = 82.25 Q
Thus, n = 6765 Q%
Test of significance of a sample mean

1. A manufacturer claimed that atleast 95% of the equipment *he supplied to a factory
conformed to specifications. An examination of a sargple 0 pieces of equipment
revealed that 18 of them were faulty. Test his claj g{;’gnificance level of 1% and 5%.

Sol: Let p be the probability of success which Qg/ probability of the equipment

supplied to the factory conformal to tm\w/ jfications.

~ Bydatap =095 and hence m.

Hy:p = 0.95 and the claim is gorrect’

H;:p < 0.95 and the claim is%

We choose the one tai@o determine whether the supply is conformal to the

specification.
& u=mnp=200%*0.95=190

Y\ o = /npg =200 * 0.95 % 0.05 = 3.082
Expected number of equipment's according to the specification =190

Actual number =182 , since 18 out of 200 were faulty.

Now, Z = 22
_190-182
T 3.082
Z=2.6

The value of Z is greater than the critical value 1.645 at 5% level and 2.33 at 1% level of
significance.
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The claim of the manufacturer (null hypothesis that claim is correct) is rejected at 5% as
well as 1% level of significance in accordance with the one tailed test.

2. It has been found from experience that the mean breaking strength of a particular brand
of thread is 275.6gms with standard deviation of 39.7gms. Recently a sample of 36 pieces
of thread showed a mean breaking strength Of 253.2gms. Can one conclude at a
significance level of a) 0.05 b) 0.01 that the thread has become inferior ?

Sol: We have to decide between the two hypothesis,

Hy: u = 275.6 gms , mean breaking strength.
Hy:p < 275.6 gms , inferior in breaking strength. Q
We choose the one tailed test. %

Mean breaking strength of a sample of 36 pieces=253.2 CQ
-~ Difference =275.6 — 253.2=22.4;n = 36 \
Now, Z = Dif ference @
g
(/) <</

7= 22.4 b
@

Z
The value of Z is greater than the criticalpvalue of Z=1.645 at 5% level and 2.33 at 1% level
of significance.

Under the hypothesis H, that theg(read has become inferior is accepted at both 0.05 and 0.01
levels in accordance wi tailed test.

Test of signif'w%}e of difference between means
1.In an elergentary school examination the mean grade of 32 boys was 72 with a standard
deviation’&while the mean grade of 36 girls was 75 with a standard deviation of 6.
Test the hypothesis that the performance of girls is better than boys.
Sol: We have , Xz = 72,05 = 8,ng =32 [Boys]
Xg=175,0;, =6,n; =36 [Girls]

Consider, 7 = 2¢=2B

BMATS301
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> Zo.0s = 1.645 (one tailed test)

Z= 1-73{ < Zyo1 = 2.33 (one tailed test)

The difference in the performance of girls and boys in the examination is significant at 5%

level but not at 1% level.

2. A sample of 100 bulbs produced by a company A showed a mean life of 1190 hours and a
standard deviation of 90 hours. Also a sample of 75 bulbs produced by a company B
showed a mean life of 1230 hours and a standard deviation of 120 hours.Js there a
difference between the mean life time of the bulbs produced by the nies at
a) 5% level of significance b) 1% level of significance.

Sol: Bydata X, =1190,0, =90,n, = 100 [Compa §*)

%5 =1230,0, = 120,15 =75 [Co

Consider, Z = 22=%4
np ny
7= 1230 —-1190 x
(1202, (90) Q
75 100 <
Z =242
7 42 Zyos = 1.96 (Two tailed test)

< Zpo1 = 2.58 (Two tailed test)

The null hypothegis that there is no difference between the mean life time of bulbs is rejected
at 5% level but notat 1% level of significance.

The null h%sis that there is no difference between the mean life time of bulbs is rejected
at both levels'of significance in a one tailed test as the respective critical values are 1.645 and
2.33.

3. The mean life of two large samples of 1000 and 2000 members are 168.75 cms and 170
cms respectively. Can this be regarded as drawn from the sample population of standard
deviation 6.25 cms ?

Sol: Bydata x; = 168.75,n; = 1000
%, =170 , n, =2000 ,o = 6.25

Xo2—X1
1

1
ny ny

Consider, Z =

g
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170-168.75
Z= 1,1
6-25, /7000 T 2000
Z =5.16

Z = 5.16 is very much greater than Z, s = 1.96 and Z,,; = 2.58. Thus we say that the
difference between the sample means is significant and we conclude that the samples cannot
be regarded as drawn from the same population.

4. A random sample for 1000 workers in company has mean wage of Rs.50 per day and S.D
of Rs.15.Another sample of 1500 workers from another company has mean wage of Rs.45
per day and S.D of Rs.20.Does the mean rate of wages varies between the two companies?
Find the 95% confidence limits for the difference of the wages of the populatign of the two
companies? 6

X, =45,0, = 20,n, = 1500 [Company

Consider, 7 = 2222
.5
o &

50—45

e S
52 2

7 =71307 \\/'

The value of Z = 7.1307 is greater tha - =196and Z,,; = 2.58. Hence we can say
that the difference between the mea es is significant both at 5% and 1% level of
significance.

Sol: Bydata &, =50,0, =15,n, = 1000 [Company 1] Qz ~

Also 95% confidence li fc%( difference of mean wages is given by

=5+ 1.96(0.7012)

=5+1.374
E = 3.626 and 6.374

Thus we can say with 95% confidence that the difference of population mean of wages
between the two companies lies between Rs.3.63 and Rs.6.37.

Student’s t distribution/test
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We need to test the hypothesis, whether the sample mean x differs significantly from the
population mean or hypothetical value p.

We compute, t = —%+/n and consider |t|.
p S

= _ XX 2 1 n )2
Here,x === and s =50 L -3

v =n — 1, denote the number of degrees of freedom ‘t’.

If |t] > tg05 , the difference between X and p is said to be significant at 5% level of
significance.

If [t| > tg0, , the difference between x and p is said to be significant at 1% leyel of
significance.

If [t] is less than the table value at a certain level of significance, th said to be
conformal/consistent with the hypothesis that p is the mean of the n.

We have 95% confidence limits for u is given by x + % too

s

Similarly 99% confidence limits for u is given by x @,
Note: 1. Confidence limits are also called Fiducj @ :
2. Test of significance for difference bq% mple means is

L= J}— Q\'
ng np
2 1 ny = z(ﬁnz _ )
Where,s = {Zi=1 X%x) + j=1(Yj Y) }

n1+n2—2

And degrees of freedom\a=n, + n, — 2
Problems

1. Find the studeﬁ&( for the following variable values in a sample of eight:
-4, -2, %2 2, 3, 3 taking the mean of the universe to be zero.

Sol: Wkt t = =£+/n

S

By data p = 0 and we have n = 8

_ XX
X=—

n

1
>‘<=§(—4—2—2+0+2+2+3+3)
‘—1—025
X—4— .
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2__ 1 N )2
= (n—l);(xi_x)

s? = ! {( 4.25)% + (=2.25)? + (=2.25)%2 + (—=0.25)% + (1.75)? + (1.75)? + (2.75)% + (2.75)?}

8-
s2 =—(49.5
s2=7.07
. §=2.66
Thus, t = 22228 Q
2.66
t =0.266 %

2. A machine is expected to produce nails of length 3 inches. A, ple of 25 nails

gave an average length of 3.1 inch with standard deviation 0"83Candt be said that the

machine is producing nails as per specification ? (t, os fis 2.064)

Sol: By data,wehavey =3 ,x=3.1,n= 25,5=Q/
_31-3
t=2275 \\/
t=1.67 <2.064 0
(o

Thus, the hypothesis that the mac iS producing nails as per specification is accepted at
5% level of significance.
3. Ten individuals are ch at random from a population and their heights in inches are

found to be 63, 63, 6 , 68, 69, 70, 70, 71, 71. Test the hypothesis that the mean height

of the universe INg6 inches.(ty 05 = 2.262 for 9d. f).

Sol: We ha% 66,n = 10

_ux
X=—

n
_ 678
*=70
X=67.8

1 n

2 _ — )2
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= %[(63 —67.8)2+ (63— 67.8)2 + - + (71 — 67.8)?]

s2=9,067
s=3.011
Wkt t = x;—”\/ﬁ
_ (67.8-66)
3.011 \/_

t=1.89<2.262

Thus the hypothesis is accepted at 5% level of significance.

I'diameter.

4. A sample of 10 measurements of the diameter of a sphere gave a and a
standard deviation 0.15 cm. Find the 95% confidence limits for @

Sol: Bydata,n =10, x =12,s = 0.15
Also tg s = 2.262 for9d. f

Confidence limits for the actual diameter is glven t@}f to.os
_+[ ]t 12+[ ](2262)—12
X

—| t0.05 — 1/ »&

Thus 11.893 cm to 12.107 cm is the limits for the actual diameter.
5. A certain stimulus administered té\m of the 12 patients resulted in the following
change in blood pressure 5,%,/-1,3,0, 6,-2, 1,5, 0, 4. Can it be concluded that the

stimulus will increa@ood pressure ? (to o5 for 11d.f is 2.201)
_ Yx

Sol: x =&= &
n
31

x = 2.5833

~n i 1)2(%’ —x)?

st = % [(5—2.58)2 + (2 — 2.58) + - + (4 — 2.58)?]

s2 = 9.538
s =3.088
Wkt t = =4 \n

S
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Let us suppose that the stimulus administration is not accompanied with increase in blood

pressure, we can take u = 0.

t = (2.5833—0)@

3.088
t=2.8979 > 2.201

Hence the hypothesis is rejected at 5% level of significance. We conclude with 95%
confidence that the stimulus in general is accompanied with increase in blood pressure.

6. A group of boys and girls were given an intelligence test. The mean score, S.D score and

numbers in each group are as follows.

Boys Girls b
Mean 74 70
SD 8 10
n 12 10

(to.os for 20 d. f is 2.086).
Sol: Bydata, x =74, s, =8, n, = BOYs]
y =70, s, = 10, nQQ [Girls]
We have t:siii %
ny np
@ -2+ 3%, - 7))

Is the difference between the means of the two Q‘}{}gﬁificant at 5% level of significance

1
Where, s? =
n1+ —2
Or s2 = nlsf+7§
+n2—2
, _ 14(64)+10(100)
Now s® = 12+10-2
1768
s2 =—"=
20
s? =884
s =9.402
74-70
Hence t =

1 1
(9.402) |+75
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t=0.9936 < 2.086

Thus the hypothesis that there is a difference between the means of the two groups is
accepted at 5% level of significance.

7. A sample of 11 rats from a central population had an average blood viscosity of 3.92 with
standard deviation of 0.61. On the basis of this sample, establish 95% fiducial limits for
u, the mean blood viscosity of the central population. (ty s = 2.228 for 10 d. f).

Sol: Bydatax =392, s =0.61,n, =11

95% fiducial limits for i = % + ﬁ] toos Q
_ S 0.61
% £ [ taos = 3.92 £ [222] (2.228) Q\
=3.92+0.41 cg
=351 and 4.33 \
Thus 95% confidence limits for u are 3.51 and 4.33 @

8. Two types of batteries are tested for their length 6 d the following results were

obtained. %
Battery A:n, = 10, X; = 500 hrs, ,z\:\)w

Battery B :n, =10, x, = SOOQ =121
Compute student’s t and test whetherhefe is a significant difference in the two means.
Sol: By data Battery A: n, , X, = 500 hrs, s? =100

Battery@g: 10, X, = 560 hrs, s? =121
Now, 52 = st ast
! nitn,—

$2 — ¥100) +(10%121)
+10-2

s%=122.78
s =11.0806
We have t = ’Ezl_fll
S. n_1+n_2
£ = 60

1 1
(11.0806) | -+5

t =12.1081> 2101  (tp0s = 2.101 for 18 d.f)

This value of t is greater then the table value of t for 18 d.f at all levels of significance.
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The null hypothesis that there is no significant difference in the two means rejected at all

significance levels.

9. A group of 10 boys fed on a diet A and another group of 8 boys fed on a different diet B
for a period of 6 months recorded the following increase in weight (lbs.)
DietA:5 6 8 1 12 4 3 9 6 10
DietB:2 3 6 8 10 1 2 8

Test whether diets A and B differ significantly regarding their effect on increase in weight.

x|

Sol: Let the variable x correspond to the diet A and y to the diet B. Q

_Zx S _ XY
_n1 y_nz Q
__ 64 _ 40 cj

* =1 Y=

xXxX=6.4

Y (g —x)?=1024 (y, &gﬁ
Sz_n1+n2 Z(xl_x) +Z(

1
2=_—"{102.4+82
s 16{ + 82}

, 1844 11525 %
§t=—g =1L
s =3.395

We have t =

(3.395) 110 + é

t =0.869 < 2.12 for16d.f

Thus we conclude that the two diets do not differ significantly regarding their effect on
increase in weight.

10. Two horses A and B were tested according to the time (in seconds ) to run a particular
race with the following results.
Horse A: 28 30 32 33 33 29 34

74



BMATS301

ATME COLLEGE OF ENGINEERING MYSURU

PREPARED BY Mr. Rangaswamy S
Assistant Professor
Horse B: 29 30 30 24 27 29

Test whether you can discriminate between the two horses.

Sol: Let the variables x and y respectively correspond to horse A and horse B.

x=2X=29_313 y=22=19_9g7
nq 7 ny 6
_ _\2
Y (x; — %)? = 3143 (v —y) =2684
1 _ \2
s2 = a— {Z?zll(xi - %)%+ Z?ﬁl(yj — y) }

1
2 = —(31.43 + 26.84

s? = = (3143 + 2684) Q

s2 = 52973 Q\
. 5 =2.3016 CQ

We have t = x;yl \
S. n—1+a
31.3—-28.2 %

t =
1.1
(2.3016) ;+g

_ _ > t0_05 = 22 %
t=242 = {< tooz = 2.72 \\//

The discrimination between the @agnificant at 5% level but not at 2% level of
significance.

Chi-Square distributi‘(’

Chi-square distributio ides a measure of correspondence between the theoretical
frequencies and obser guencies.

If 0;,(i =1,2,"%,n) and E;(i = 1,2, ...,n) respectively denotes a set of observed and
estimated frequencies, the quantity chi-square denoted by y? is defined as follows.
n

—F)2
X' =¥ 1% ; degrees of freedom=n—1

Note: If the expected frequencies are less than 10, we group them suitably for computing
the value of chi. Square.
Chi-square test as a test of goodness of fit

It is possible to test the hypothesis about the association of two attributes. We already
discussed the fitting of Binomial distribution, Normal distribution, Poisson distribution to a

given data. It is easily possible to find the theoretical frequencies from the distribution of fit.

Chi-square test helps us to test the goodness of fit of these distributions.
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If the calculated value of x? is less than the value of x? at a specified level of significance,
the hypothesis is accepted. Otherwise the hypothesis is rejected.

Problems

1.A dice is thrown 264 times and the number appearing on the face (x) follows the following

-\

x 1 2 3 4 5 6

frequency distribution.

f 40 32 28 58 54 60

rt@s. Assuming that the dice

numbers 1, 2, 3,4, 5, 6 to

Calculate the value of y?2.
Sol: The frequencies in the given data are the observe

is unbiased, the expected number of frequencigS fi

O

appear on the face is ﬂ = 44 each.

Now the data is as follows:

Observed frequency (0;)

Expected frequency (E;) 44 44 44 44 44
n (0, - EJN
Xt = Z :
i=1
(40 — 44)?> (32 —44)? (60 — 44)?
2 —_— e —————e
=Ty T Tt

1
x?>=-—[16 + 144 + 256 + 196 + 100 + 256]

44
, 968
X = g
Thus, y? = 22

2. Five dice were thrown 96 times and the numbers 1, 2 or 3 appearing on the face of the

44

=

BMATS301

76



—

4
BMATS301

ATME COLLEGE OF ENGINEERING MYSURU

PREPARED BY Mr. Rangaswamy S
Assistant Professor
dice follows the frequency distribution as below.

No. of dice showing 1,2 or 3 5 4 3 2 1 0

Frequency 7 19 35 24 8 3

Test the hypothesis that the data follows a binomial distribution. (x3,s = 11.07 for 5d.f)

Sol: The data gives the observed frequencies and we need to calculate the expected

frequencies.

Probability of a single dice throwing 1, 2 or 3is p = % = % %Q
oo q =1- p = % Q

From the binomial distribution, P(x) = ™C,p*q™*
The theoretical frequencies of getting 5, 4, 3,2, 1,0 suc@xith 5 dice are respectively
the successive terms of the binomial expansion.

They are respectively 96 * °C, * zis 96 * 5(<(* h x °C, 215 96 % 3C; * 21—5 96 *
3 3

5C, * 215 96 % °Cy * zis and they are 3,15,3\/ 3.

We have the table of observed and eﬁ)uencies.

0; 7 19 35 24 8 3

E; 3 15 30 30 15 3

16 25 36 49 0

15730 30 15 3
X% =117 > %05 = 11.07
Thus the hypothesis that the data follows a binomial distribution is rejected.
3. A sample analysis of examination results of 500 students was made. It was found that 220
students had failed, 170 had secured third class 90 had secured second class and 20 had

secured first class. Do these figures support the general examination result which is in the

ratio 4:3:2:1 for the respective categories (x3,s = 7.81 for 3 d.f).
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Sol: Let us take the hypothesis that these figures support to the general result in the ratio

4:3:2:1
The expected frequencies in the respective category are

500 *500 *500 *500 or 200, 150, 100, 50

We have the following table.

0; 220 170 90 20

E; 200 150 100 50 b

n (0; - E;)? C)\)
XZ = Z Ei \
i=1
) 400 400 4 100 4 900
X =200 1150 T 100 T 50 é(,
¥2 =23.67 > y2s = 7.81
Thus the hypothesis is rejected.

4. 4 coins are tossed 100 times a . owing results were obtained. Fit a binomial
distribution  for the data nd ,*Calculate the theoretical frequencies(x2qs =

9.49 for4d.f).

Frequency

Sol: Let x d&pdte the number of heads and f the corresponding frequency. Since the data is
in the form of'a frequency distribution we shall first calculate the mean.

Lfx _ @E+1D)ED+H@EO+R)(25)+#)(S) _ 196 _
>f 54+29+4+36+25+5 100

Mean, u = 1.96

From binomial distribution, u = np. Here n=4
Hence 4p = 1.96

p=0.49

q=0.51

=
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From binomial distribution,

P(x) = nep*q™™

P(x) = 4¢,(0.49)*(0.51)**
Since 4 coins were tossed , expected(theoretical) frequencies are obtained from
F(x) = 100P(x)

F(x) = 100.4¢,(0.49)*(0.51)** where x = 0,1,2,3,4.
F(0) = 100.4¢,(0.49)°(0.51)* = 6.765 =7
F(1) = 100.4¢,(0.49)1(0.51)3 = 25.999 = 26

F(2) = 100.4¢,(0.49)%(0.51)2 = 37.47 = 37 Q
F(3) = 100.4¢5(0.49)3(0.51)" = 24.0004 = 24 %

F(4) = 100.4c4(0.49)*(0.51)° = 5.765 = 6 C—JQ

Thus the required theoretical frequencies are 7,26,37,24,6.

We have the following table

2

0; 5 29 36 25 5

E; 7 26 37 24 6

n (0; —E)? \/v

2_4+9+1+1+1<</
X =TT 26737 24 &6
X2 =115<ydos = @

Thus the hypotfé'&that the fitness is good can be accepted.

5. Fit a poi distribution for the following data and test the goodness of fit given that
Xoos = 715 for3d.f
X 0 1 2 3 4
f 122 60 15 2 1

Sol: Let x denote the number of heads and f the corresponding frequency. Since the data is
in the form of a frequency distribution we shall first calculate the mean.

Tfx _ (0)(122)+(1)(60)+(2)(15)+(3) (D) +(4)(1) _ 100

=0.2
Yf 122+60+15+2+1 200

Mean, u =

From poisson distribution, u = m.
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m¥e™m

Wkt, P(x) =

x!

Let F(x) =200 P(x)

m¥xe~™m
x!

F(x) =200 *

But e (%) = 0.6065

_ (0.5)%e~ (05
F(x) =200 * ST

F(x) = 1213 ("xix

F(0)=121,F(1)=61,F(2)=15,F(3)=3,F(4) =0
Thus the required theoretical frequencies are 121,61,15,3,0.

D

Since the last of the expected frequency is 0 we shall club it with ghe ous one.
We have the following table \

0; 122 60 15 2+1=3

E; 121 61 15 3+0=3

" (0; — E;)*

x2=z E;
i=1 <

21 1

X —121+61+0+0 %

XZ = 0.025 < Xg'os = 7. 5
Thus the hypothesis th fitness is good can be accepted.

6. The number 0 idents per day (x) as recorded in a textile industry over a period of 400

days is g?i)elow. Test the goodness of fit in respect of Poisson distribution of fit to

the given data(x3,s = 9.49 for 4 d.f).
X 0 1 2 3 4 5
f 173 168 37 18 3 1

Sol: Let x denote the number of heads and f the corresponding frequency. Since the data is

in the form of a frequency distribution we shall first calculate the mean.
2fx _ (0)(173)+(1)(168)+(2)(37)+(3)(18)+(4)(3)+(5)(1) _ 313 _ 0.7825

Mean, u = =
i 173+168+37+18+3+1 400

From poisson distribution, u = m.
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~ m=0.7825

Wkt , P(x) = ==

Let F(x) =400 = P(x)

F(x) = 400 « =2

(0.7825)*e~(07825)
x!

F(x) = 400 * But e ~(0-7825) = (0 4573

F(x) = 182.92 —(0'7z,25)x

F(0) =183 ,F(1) = 143,F(2) =56,F(3) =15,F(4) =3,F(5) =0 Q

Thus the required theoretical frequencies are 183,143,56,15,3,0. Q%

Since the last of the expected frequency is 0 we shall club it wm\c—aewous one.
We have the following table

0, 173 168 37 18 3+1=4
E; 183 143 56 15 3+0=3
, n (Ol _ Ei)z QVV
pey S

,_100 625 361 9%
X =1837 1437 56 w15
¥% =12.297 > xm@

Thus the hypothé*hat the fitness is good can be rejected.
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